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SUMMARY'

- A class of estimators for the mean of a finite population has been -
considered using information on two auxiliary variables, one of which
is used at the sample selection stage and other for improving the estimator
at the estimation stage. This generalizes the estimator proposed by
Agarwal and Kumar (1980). The asymptotic bias and mean square
error of estimators in the class have been obtained. Also the optimum

estimators of the class.have beeii obtained. ..~ .= - ¢

Srivastava and Jhajj [3] have defined estimators which utilize
the value of the population vVariance of the auxilidry variable and
have shown that the resulting estimators have smaller asymptotic
mean square error than that of the linear fegression estimator.
Recently Agarwal and Kumar [1] used two auxiliary variables : one
at the stage of selection of the sample-and the other at theestimation
stage and‘then taking the best linear combination of the probability
proportional to size (PPS) estimator and the ratio estimator so
obtained, to estimate the i’popl_.lla’q',ovn mean of the study variable.
The minimum' asymptotic medn ~square ' error of the proposed
estimator is shown to have the same form as the variance of the
regression estimator under PPS with replacement sampling. ‘

... Following' Srivastava .and Jhajj [31-a class of estimators of the
population mean of the study variable. has been defined when the
sampling is done-by the “method of probability proportional to a
suitable:size. variable which is different from the .auxiliary variable
used at estimated stage. - Asymptotic. .expressions for..the bias and
mean square errorof the proposed class of estimators are obtained.. -
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Notations

Suppose that information on  two auxiliary variables highly
correlated with the study variable y is available. Let a sample of size
# be drawn with PPS sampling and with replacement. .. Let P; denote
the probability of selection (based ‘on omne of the two auxiliary
variables) of its unit, i=i,..., N. = Let y; and x;.denote the value of
the variable under study y and the auxiliary variable x for the ith
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unit of the population, and ¥ and X denote their population means
respectively, We write. ’
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1 THE CLASS OF ESTIMATORS AND MEAN SQUARE.'ERROR_

Consider thé PPS sampling scheme with replacement based on
P;. Then the proposed class of estimators of Y is

T=u, t (w,z) . «.(3.1)
where ¢ (w,z) is a function of w and z such that
t(I,I)=1. : ..(3.2)

We assume that the function ¢ (w,z) is continuous and has
continuous first and second partial derivatives which are bounded
in a closed convex subset, D, of the two dimensional real space
containing the point (1,1).

Expanding the function ¢ (w,z) about the point (1,1) in a
second-order Taylor’s series, we have

T=8, [t(1,1) + (w1 . (1,1) + (z-1) 22 (1,1) -
-+ ?_L{(»'w-l)2 tin (W*, 2%) + 2 (w-1) (2-1) ny2 (w*, z*)
+ (2-1)? toz (w*, z%) } ] ..(3.3)

where w¥ = 1 4+ 9 (w-1), z* =1 + 0(z-1), 0 < 6 <1 and. #, (w, z),
12 (w, z) denote the first partial derivatives of the function ¢ (w, z) at
the point (w, z) and t1; (W*, z*), 12 (W*, z*) and fe2 (w*, z*) denote
its second partial derivatives at the point (w*, z*¥).

Substituting for #,, w and z in terms of g, 8 and 1 in (3.3) and
using (3.2), we have N
T=Y[1+e+8t1(1,1)+‘v,r2(1,1)+set1(1,1+v,st2(1,1)- -
+%{82t11(w*,z*)+23nt12(w*,z‘)—l—vzztzz(w*,z*)}] (3.9
Taking expectation in (3.4), it is easily found that '
E(T)=Y+0(n™).
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The mean square error of Tup- o ‘terms of ‘orc'ier ntis
given by v i
M(T)=E(T-7Y)?
=Y E+8%(1, D+, 1)+2€8t1(1 I)+2871tz(1 1)
+?37)t1(1 1 fz(l 1} '

= —{CS+ SLALAY + (92—1)12(1 1)+2pmc Cn(1,1)
F2PCta(1, D)+ 20 Gt (1, T 14 (1, 1.)}. f.f,._ .. (3.5)

The optlmum values of f1(1,1) and #2(1,1) for Wthh the mean
square error M(T) at (3.5) is' minimised i5. glven by - -

' _ G Fa—oylpp—1} 7 T e
t1(I,l?—a—, (;2_01_1) L (3e)
()= Cileers=®) L ) , o,

fa— 01— 1

. Substituting from (3.6) and (3.7) in (3.5), the minifium mean
square error of T, up to terms of order #°, is given by. .

| Mm M(T) = L R {1 —p2, - (";1"'"“—%} _ ,_,,.:,,,(3,'.8)'_

oLt N 2—01

Since 82—01—-1>0 it follows from (3 8) that the minimum

mean square error-of any estimator of the class (3.1), up to teris of
order n~%, is not greater than the minimum medn square €rror ‘of
the estlmator proposed by Agarwal and"Kumar (1980). - In fact the
second term on the right of 3. 8) gives an idea of the amount of the .
decrease in the mean.square error. The:class (3.1) of estimators is
very large. Any parametric function t(w,z) satisfying (3.2) can
generate an estimator of the class. If the parameters in #(w,z) are
so, chosen, that they satisfy .(3.6) and®(3.7), then the resulting
estimator will have the asymptotic. mean square-error given by -(3.8).-
A few examples of the function t(w,z) are .given. in -Srivastava and
Jhajj [3] L S

2. THE.BIAS - S s

To obtain the bias of the estimator (3.1), it is further assumed
that third order partial derlvatlves of’ the ‘function #(w,z) ‘exist and
are continuous and “bounded-in D. * ‘Then, expandmg the function
t(w,z) in'a third order Taylor s series about the pomt (I 1) the blas )
,of Tis detained, ¢ :
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Bias (T)=E(T—Y)
= Yin(1,1) E(SE,)'{-?Z(I"I) E(en) +.é{l‘1,1(,1,1) E(32)
©F202(1,1) EGn)1ea(1,1) EG2Y 0

= %{211(1,1) 0w CiCy- 2‘I"C,,t2(1,1)+2¢11C,t12(I,1)
F Ol + O, — Dig(L,)f @

where #1,(1,1), 7:2(1,1) and #22(1,1) denote the second partial deriva-
tives of the function #(w,z) at the point (1,I). Thus we see that the
bias of the estimator T' also. depends upon the second partial
derivatives of the function #(w,z) at the point (1,1) and hence will be
different for different optimum estimators of the class. From (4.1),
one can easily obtain the asymptotic bias of any estimator of the.
class (3.1). It.s interesting to note that if we take '

P 1
A=a(w=1)—B(z—1)

in defining an estimator T of the class (3.1), the aéymptotic bias of
this estimator T with optimum values of the parameters « and B, is
equal to zero.

Hw,z)=

. RermpencEs |
[11 Agarwal:S.K.and Kumar ..Combination of ratio and-PPS estimator, Jour.
P (1980) : Indian S,'o"cie_t_y - of Agricultural Statistics 32,
pp. 81-86. ) ‘
[2] “Murthy M.N. (1967)" : Sampling  theory  and ~ Methods Statistical -

- publishing Society Calcutta. pp.'399.
[3] Srivastava S.K. and Jhajj "A clas§ of estimators of the population mean in
H.S. (1981) . - : survey sampling using auxiliary information,
. : --Biometrika 68, pp. 341-43.




